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An ensemble classification algorithm
for imbalanced data streams with

concept drifts1

Sun Gang2, 3, Zhao Jia2, 4, Wang Zhongxin2

Abstract. Concept drifts are often implied in the imbalanced data streams in practice.
Most of the existing concept drift detection algorithms are based on the classification error rate of
all instances and it can not be directly applied to the concept drift detection of imbalanced data
stream. For this reason, this paper presents an ensemble classification algorithm for imbalanced
data streams with concept drifts. First, an improved resampling method is used to establish a
balanced training subset. Secondly, the support vector machine is used to create a base classifier
on the training subset. Finally, an ensemble classifier is constructed using the WE integration
model. The algorithm uses an improved resampling method to avoid merging the instances of
different concept intervals into the same data block. The concept drift is detected by the double
threshold determined by the Hoeffding Bounds inequality. The experimental results show that
the proposed algorithm can detect the concept drifts in the imbalanced data streams, and not
only has good classification performance for the positive instances, but also has good classification
performance for all instances. It is an effective ensemble classification algorithm for imbalance data
streams with concept drifts.
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1. Introduction

With the rapid development of information technology, more and more data
needs to be processed in practical application. Thousands of daily shopping records
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on the Taobao website and the fast-growing payment transaction records on the
Alipay website and so on. Such continuous arrival, high-speed, dynamic and large-
scale data is called data stream [1]. Data stream classification is widely used in the
network monitoring, sensor networks, e-commerce and other practical applications.
However, the class distribution of data streams in practical application is often
imbalanced, that is, the number of instances of some classes is small, while the
number of instances of other classes is relatively large, such as medical diagnosis,
fraudulent credit card detection, anomaly detection and so on, such data streams
are called imbalanced data streams [2].

The concept drift is often implied in the imbalanced data streams, which is the
concept change of implied goals caused by the change in the context of the data
stream, or even a fundamental change [3–4]. The concept drift of the imbalanced
data stream is different from that of the traditional data stream. Most of the ex-
isting concept drift detection methods are based on the classification error rate of
all instances. When the concept drift in the imbalanced data stream is occurred,
the classification error rate of all instances does not change obviously but the clas-
sification error rate of the positive instances changes obviously, which leads to the
concept drift can not be detected in time, and ultimately affects the classification
performance. Therefore, the existing concept drift detection methods can not be
directly applied to the concept drift detection of imbalanced data streams.

Therefore, how to construct an on-line classification algorithm with strong gen-
eralization ability under the environment of imbalanced data streams with concept
drifts becomes the key and challenging task of data processing in practical applica-
tions. To solve this problem, this paper proposes an ensemble classification algorithm
for imbalanced data streams with concept drifts, referred to as ECIDSCD. Firstly,
an improved resampling method is used to establish balanced training subsets. Sec-
ondly, the support vector machine is used to create the base classifier on the training
subsets. Finally, an ensemble classifier is constructed using the WE ensemble model.
The algorithm uses an improved resampling method to avoid merging the instances
in different concept intervals into the same data block, and the concept drift is de-
tected by the double threshold determined by the Hoeffding Bounds inequality. The
experimental results show that the proposed algorithm can detect the concept drifts
in the imbalanced data streams, and not only has good classification performance for
the positive instances, but also has good classification performance for all instances.
It is an effective classification algorithm for imbalanced data streams with concept
drifts.

2. Related works

As an important part of data stream classification, imbalanced data stream clas-
sification has aroused the concern of researchers. Gao et al. [5] proposed a method of
integrating resampling and ensemble classifier, which divides the negative instances
of the latest data block into several disjoint subsets and reassembles them with the
positive instances, then uses the decision tree algorithm training the base classifiers
and integrates them. Ouyang et al. [6] proposed an ensemble algorithm using weights
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for imbalanced data stream, which divides the negative instances in each data block
into n blocks and then reassembles them with the set of positive instances. Wang
et al. [7] proposed CS algorithm, which uses k-means clustering method to select
the negative instances that are several times as the positive instances, that is, down
sampling the negative instances and adopting the ensemble method. Song et al. [8]
proposed IDSS algorithm, which is also a resampling method based on clustering
method. The clustering method can select representative negative instances and
reduce the degree of imbalance, so that these algorithms can achieve better classifi-
cation performance. Lichtenwalter et al. [9] proposed a simple resampling method,
which randomly delete correctly predicted negative instances until the number of
positive and negative instances satisfies a certain proportion. Aiming at the concept
drift problem in data streams, Street et al. [10] proposed an ensemble algorithm
based on multi-decision tree; Kolter et al. [11] proposed an incremental ensemble
classification algorithm based on weights. Kuncheva et al. [12] proposed a new
classification algorithm based on window mechanism. Hulten et al. [13] proposed
a data stream classification algorithm based on Hoeffding decision tree. Liu et al.
[14] proposed a data stream classification algorithm based on fuzzy decision tree on
the basis of CVFDT. Zhang et al. [15] proposed an ensemble data stream classi-
fication algorithm based on feature drift. Liu et al. [16] proposed an incremental
data stream classification algorithm based on uncertainty of the samples. Wang et
al. [17] proposed an ensemble classification algorithm for data streams with noise
and concept drifts.

From the above studies, it can be seen that the ensemble model is widely used
in the classification of imbalanced data streams. Compared with the single model,
the ensemble model has higher classification accuracy and can faster adapt to the
concept drifts for data streams. Therefore, a good classification algorithm for im-
balanced data streams with concept drifts should be able to detect different types
of concept drifts from the imbalanced data streams, and not only have good classi-
fication performance for the positive instances, but also have a better classification
performance for all instances.

3. An ensemble classification algorithm for imbalanced data
steams with concept drifts

3.1. Resampling strategy

The data resampling is one of the key steps for imbalanced dada classification.
The existing resampling methods can be divided into two categories: one is down
sampling methods, which use clustering algorithm to select the negative instances.
These methods are relatively-consuming, not suitable for data stream environment.
Considering the real-time requirement of the algorithms under data stream environ-
ment, the other is the sampling methods, which divide the negative instances and
combine the positive instances. However, the above two methods do not consider
the problem of concept drifts.

Taking into account the existence of concept drifts, this paper adopts the method
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of dividing negative instances to reduce the imbalance degree, which is inspired by
references [18–19]. That is, this method divides the negative instances of the current
data block and then combines them with the positive instances of the current data
block. The method only divides negative instances, not down sampling, so do not loss
the information of negative instances. In addition, this method does not merge the
positive instances of different data blocks, and avoid merging the positive instances of
different concept intervals into the same data block. Positive and negative instances
merger in the same data block, and it is largest possible to maintain the original
data distribution. Specific sampling steps are shown in Fig. 1.

Fig. 1. Resampling method of ECIDSCD algorithm

Assume that the currently arriving data blocks are D1, D2, · · · , Dm, each data
block is equal in size, and contains the same number of positive stances. Firstly, the
Nm of Dm is divided into k (k = |Nm|/|Pm|) disjoint subsets, in which the number
of instances is equal to the number of instances of Pm, then k balanced training
subsets are obtained by reassembling them with Pm, respectively. In the above
operation, Nm is divided into k data blocks and the number of positive instances
is the same. In addition, since the incorrectly classified positive instances often
represent the direction of the concept drift, therefore, in the resampling process,
these incorrectly classified positive instances are added to the training subsets to
make the classifier more adaptable to the new concept.

3.2. Concept drift detection method

The concept drift detection mechanism of the ECIDSCD algorithm is based on
the double threshold detection mechanism, and different concept drifts are detected
from imbalanced data stream by calculating the classification error rate on the time
window. Double threshold detection mechanism is an effective method for concept
drift detection. In contrast to the other double threshold detection methods, this
paper uses the double threshold determined by the Hoeffding Bounds inequality to
detect concept drifts, which is inspired by references [20–21]. As the traditional
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classification error rate in the imbalanced data streams is difficult to reflect the dis-
tribution change of the positive instances, therefore, there is no practical statistical
significance for the imbalanced data streams, so the classification error rate of the
positive instances is used instead of the traditional classification error rate.

In this paper, the method of detecting concept drift is implemented as follows:
Firstly, the classification error rate of positive instances is calculated for the current
data block and the previous data block, and then the difference ∆e of the classifica-
tion error rate of positive instances of 2 data blocks is calculated.

∆e = ec − eb , (1)

where ec is the classification error rate of the positive instances of the current data
block and eb is the classification error rate of the positive instances of the previous
data block.

Assume that eb and ec are two independent variables, which are subject to the
normal distribution. According to the nature of the normal distribution, ∆e is also
subject to the normal distribution. If there is no concept drift in the data stream, the
probability distribution of the ensemble classifier EC on the current data block and
the previous data block should be invariant. Therefore, according to the Hoeffding
Bounds inequality:

P (e ≥ e− ε) = 1− δ, ε =
√

(R2 ln(1/δ))/2n (2)

it can be obtained that
P (|e− e| ≤ ε) = 1− δ , (3)

where R = log2 C, C being the number of categories.
The confidence level of the true value of ∆e in the interval ec − eb ± kε is 1− δ.

According to Hoeffding Bounds inequality, the relationship among the three variables
k, ∆e and δ can be obtained. If the value of k is large, the value of ∆e is larger
and the value of δ becomes smaller. The larger the value of ∆e the larger the
distribution change of the adjacent two data blocks, and the greater the probability
of occurrence of concept drifts in the data stream. The ECIDSCD algorithm uses
the double thresholds k1ε and k2ε determined by the Hoeffding Bounds inequality to
detect the concept drifts, where k1 < k2. If ∆e ≥ k2ε, the true concept drift occurs
in the imbalanced data stream. If ∆e ≤ k1ε, the potential concept drift occurs in
the imbalanced data stream. If k1ε < ∆e < k2ε, it is only affected by the noise data,
and there is no concept drift in the imbalanced data stream.

3.3. Construction and updating of ensemble classifier

After obtaining the k balanced training subsets, the support vector machine
algorithm is used to train the k base classifiers and construct an ensemble classifier
EC. The weight of the base classifier is determined by the value of the F-value,
the initial weight of which is 1/k. The ensemble classifier EC using the weighted
voting mechanism predicts the each instance in data block Dm+ 1, and the positive
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instances which are incorrectly predicted are added to error set errInstP. After the
prediction is completed, if the concept drift is detected, the classifier needs to be
updated; otherwise the model do not needs to update which directly predicts the
next data block, in which the weight of the each base classifier is adjusted by the
F-value.

F− value =
(1 + β2)× recall× precision

β2 × recall + precision
. (4)

In the definition of F-value, the parameter β is adjustable, which is usually 1. It
can be seen from formula (4) that only when the recall and the precision are large,
F-value will increase, so the F-value can reflect the classification performance of the
positive instances of the classifier.

The updating operation of the classifier is as follows:
1) The training set TS is updated to errInstP and Dm+ 1.
2) Divided the new training set TS to k training subsets TS1, TS2, . . . , TSk;
3) Re-training k base classifiers, the weight of the base classifier is set to equal

weight.

3.4. The framework of algorithm

Firstly, the symbols involved in the ECIDSCD algorithm are described. Data
blocks {D1, D2, · · · , Dm} are obtained by continuous sampling from the imbalance
data stream. Dm is the latest arriving data block, and the next data block Dm+ 1
is as test data block. Ej represents the jth instance of the data block, Dm = Pm+
Nm, where Pm and Nm represent the positive instances and negative instances
respectively in Dm. The number of instances in these data blocks are the same and
|Pm| � |Nm|. Symbol k represents the number of base classifiers, EC represents
the ensemble classifier, errInstP represents the set of positive instances that are
incorrectly classified.

The framework of the ECIDSCD algorithm is then shown in Figure 2:

4. Experimental results and analysis

4.1. Concept drift detection analysis

In order to verify the effectiveness of the concept drift detection mechanism of
ECIDSCD algorithm, the concept drift in the data stream with positive instances
proportion of 5% is experimented. In other cases, the change of concept drift is
the same as that of the data stream with positive instances proportion of 5%. The
performance evaluation of the concept drift detection method in the data stream
usually uses the probability that the concept drift is incorrectly detected and the
number of the concept drift which is not detected during the detection of concept
drift. Table 1 shows the statistics of concept drift detection used by concept drift
detection method proposed in this paper in data sets SEA, HyperPlane and KDD-
Cup. False alarms means the probability of the concept drift which is incorrectly
detected during the detection of concept drift; and Missing means the number of the
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Fig. 2. ECIDSCD algorithm

concept drift which is not detected during the detection of concept drift.
ECIDSCD algorithm uses the double threshold determined by the Hoeffding

Bounds inequality to detect concept drifts. On the SEA data set, the probabil-
ity of false prediction is 6.72%, and the number of undetected concept drifts is 1.
On the HyperPlane data set, the probability of false prediction is 8.16%, and the
number of undetected concept drifts is 8. On the KDDCup data set, the probability
of false prediction is 7.24%, and the number of undetected concept drifts is 6. The
HyperPlane data set is a gradual concept drift data set. In the process of concept
drift occurring gradually, the average error rate increases, and the number of false
alarms is relatively large. False alarms usually occur at the beginning of training.
Because at the beginning stage, the training data is insufficient, the classification
error rate will produce relatively large fluctuation. Therefore, the false alarm of
concept drifts is easy to happen. On the whole, the experimental results show that
the concept drift detection method proposed in this paper has good performance
and can detect most of the concept drifts in the data stream.
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Table 1. Statistics of concept drift detection in data sets

Data set False alarms (%) Missing

SEA 6.72 1
HyperPlane 8.16 8

KDDCup 7.24 6

4.2. Classification performance

In order to verify the classification performance of ECIDSCD algorithm proposed
in this paper for imbalanced data streams, ECIDSCD algorithm and SE algorithm,
IDSS algorithm do some experiments on data sets SEA, Hyperplane and KDDCup.
The evaluation indexes are F-value and G-mean. F-value can reflect the classification
performance of the positive instances correctly, and the G-mean value reflects the
classification performance of all instances. The following experiments are performed
for imbalanced data streams with different proportion of positive instances.

The experiments are carried out in the case of positive instances proportion of
5%, and the experimental results are shown in Figs. 3 and 4. It can be seen from
Fig. 3 that the F-value of the ECIDSCD algorithm proposed in this paper is improved
compared with other algorithms, that is, the positive classification performance of
the algorithm proposed in this paper is better than the positive classification perfor-
mance of other algorithms. On the experimental data sets, the ECIDSCD algorithm
proposed in this paper is 3.52% to 10.49% higher than the F-value of the SE al-
gorithm, which is 0.88% to 8.17% higher than the F-value of the IDSS algorithm.
It can be seen from Fig. 4 that the G-mean of the ECIDSCD algorithm proposed
in this paper is also proved compared with other algorithms, that is, the overall
classification performance of the algorithm proposed in this paper is better than the
overall classification performance of other algorithms. On the experimental data
sets, the ECIDSCD algorithm proposed in this paper is 2.88% to 9.21% higher than
the G-mean of the SE algorithm, which is 2.59% to 8.46% higher than the G-mean
of the IDSS algorithm.

Fig. 3. F-value on data sets with positive instances proportion of 5%
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Fig. 4. G-mean on data sets with positive instances proportion of 5%

The experiments are carried out in the case of positive instances proportion of
10%, and the experimental results are shown in Figs. 5 and 6. It can be seen from
Fig. 5 that the F-value of the ECIDSCD algorithm proposed in this paper is improved
compared with other algorithms, that is, the positive classification performance of
the algorithm proposed in this paper is better than the positive classification perfor-
mance of other algorithms. On the experimental data sets, the ECIDSCD algorithm
proposed in this paper is 3.36% to 8.61% higher than the F-value of the SE al-
gorithm, which is 1.03% to 7.38% higher than the F-value of the IDSS algorithm.
It can be seen from Fig. 6 that the G-mean of the ECIDSCD algorithm proposed
in this paper is also proved compared with other algorithms, that is, the overall
classification performance of the algorithm proposed in this paper is better than the
overall classification performance of other algorithms. On the experimental data
sets, the ECIDSCD algorithm proposed in this paper is 2.92% to 4.05% higher than
the G-mean of the SE algorithm, which is 1.11% to 4.67% higher than the G-mean
of the IDSS algorithm.

Fig. 5. F-value on data sets with positive instances proportion of 10%

The experiments are carried out in the case of positive instances proportion of
15%, and the experimental results are shown in Figs. 7 and 8. It can be seen from
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Fig. 6. G-mean on data sets with positive instances proportion of 10%

Fig. 7 that the F-value of the ECIDSCD algorithm proposed in this paper is improved
compared with other algorithms, that is, the positive classification performance of
the algorithm proposed in this paper is better than the positive classification perfor-
mance of other algorithms. On the experimental data sets, the ECIDSCD algorithm
proposed in this paper is 1.91% to 9.62% higher than the F-value of the SE algo-
rithm, which is 1.42% to 7.01% higher than the F-value of the IDSS algorithm. It
can be seen from Fig. 8 that the G-mean of the ECIDSCD algorithm proposed in this
paper is also proved compared with other algorithms, that is, the overall classifica-
tion performance of the algorithm proposed in this paper is better than the overall
classification performance of other algorithms. On the experimental data sets, the
ECIDSCD algorithm proposed in this paper is 5.28% to 11.52% higher than the
G-mean of the SE algorithm, which is 3.06% to 6.44% higher than the G-mean of
the IDSS algorithm.

Fig. 7. F-value on data sets with positive instances proportion of 15%

ECIDSCD algorithm proposed in this paper has good results on evaluation in-
dexes F-value and G-mean for different datasets with different positive proportion.
The algorithm not only has good classification performance for the positive instances,
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Fig. 8. G-mean on data sets with positive instances proportion of 15%

but also has good classification performance for all instances.
In summary, ECIDSCD algorithm has better performance of concept drift de-

tection, and can detect the implicit concept drifts in the data streams, and have
better classification performance for positive instances. ECIDSCD algorithm meets
the classification requirements of the imbalance data streams with concept drifts.
Therefore, ECIDSCD algorithm is an effective classification algorithm for imbal-
anced data streams with concept drifts.

5. Conclusion

In the study of classification for imbalanced data streams, most of the algorithms
do not consider the problem of concept drift in data stream. In the study of concept
drift detection, most of the algorithms deal with the problem of balanced data
streams, which can not directly be applied to concept drift detection of imbalanced
data stream. For this reason, this paper presents an ensemble classification algorithm
for imbalanced data streams with concept drifts. Firstly, an improved resampling
method is used to establish a balanced training subset. Secondly, the support vector
machine is used to create a base classifier on the training subset. Finally, an ensemble
classifier is constructed using the WE integration model. The algorithm uses an
improved resampling method to avoid merging the instances of different concept
intervals into the same data block. The concept drift is detected by the double
threshold determined by the Hoeffding Bounds inequality. The experimental results
show that the proposed algorithm can detect the concept drift in the imbalanced data
stream, and not only has good classification performance for the positive instances,
but also has good classification performance for all instances. It is an effective
ensemble classification algorithm for imbalance data streams with concept drifts.
In general, there is a large number of unlabeled data in the real imbalanced data
streams. These imbalanced data streams with unlabeled data contain only a small
number of labeled instances and a large number of unlabeled instances. Therefore,
how to design the concept drift detection method and classification algorithm for
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imbalanced data stream with unlabeled data will be the main research contents in
the future.
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